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ABSTRACT

Reusing test cases across similar applications can significantly re-
duce testing effort. Some recent test reuse approaches successfully
exploit word embedding models to semantically match GUI events
across Android apps. It is a common understanding that word em-
bedding models trained on domain-specific corpora perform better
on specialized tasks. Our recent study confirms this understanding
in the context of Android test reuse. It shows that word embedding
models trained with a corpus of the English descriptions of apps
in the Google Play Store lead to a better semantic matching of
Android GUI events. Motivated by this result, we hypothesize that
we can further increase the effectiveness of semantic matching by
partitioning the corpus of app descriptions into domain-specific
corpora. Our experiments do not confirm our hypothesis. This pa-
per sheds light on this unexpected negative result that contradicts
the common understanding.
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1 INTRODUCTION

Reusing GUI test cases across similar Android applications is a
recent and promising research direction [2, 13, 20, 32]. Test reuse
approaches automatically migrate GUI tests from a source to a tar-
get app that shares similar functionalities, by combining semantic
matching of GUI events with test generation. Semantic matching
identifies similar events across the source and target apps by apply-
ing word embedding techniques [22] to the textual information of
the GUI widgets associated with the events. Test generation exploits
the similarities identified with semantic matching to migrate GUI
tests from the source to the target app.

At ISSTA 2021 we presented the first study on the semantic
matching of GUI events for GUI test reuse techniques [19]. The
study identifies four main components of semantic matching, and
comparatively evaluates the impact of different choices for each
component on the effectiveness of semantic matching. Our study
discloses some useful findings that both help engineers identify
better matching algorithms and offer important insights on GUI
test reuse for Android applications [19].

One of such insights is that training word embedding models
with corpora of documents specific to the mobile app domain gener-
ally leads to better results. In particular, we built GOOGLE-PLAY, a new
corpus that consists of the English descriptions of 900,805 Android
apps in the Google Play Store. The results that we present in our
ISSTA 2021 paper show that the semantic matching configurations
that use GOOGLE-PLAY to train word embedding models outperform
semantic matching configurations that use general corpora. This
result is in line with the common understanding in the NLP commu-
nity that word embedding techniques trained on domain specific
corpora perform better on related specialized tasks [12]. Indeed,
a word can have different meanings depending on the context of
usage (polysemy). Models trained on GOOGLE-PLAY should reflect
the same word usage that mobile apps commonly adopt.

Motivated by this result, we investigated how to partition the
GOOGLE-PLAY corpus into finer-grained corpora, focusing on dif-
ferent application domains. Indeed, mobile applications refer to
many unrelated domains that use the same words differently. For
example, applications of categories “Fitness & Health” and “Food &
Drink” use the word “bar” differently. Our hypothesis is that we can
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further improve the semantic matching of Android test reuse by
exploiting word embedding models trained on specialized corpora
that contain only semantically related app descriptions. Test reuse
approaches will automatically select the word embedding model
that corresponds to the most semantically related partition based
on the Google Play descriptions of the source app.

We investigated the validity of our hypothesis by experimenting
with various configurations and algorithms of state-of-the-art topic
modeling approaches. Our results are negative. They indicate that
specialized word embedding models do not improve the effectiveness
of semantic matching. In this paper, we present our methodology
for creating specialized word embedding models and discuss the
negative results as well as our insights that might shed light on this
unexpected outcome. We released a replication package to support
future work at https://doi.org/10.5281/zenodo.6092139

2 PARTITIONING OF APP DESCRIPTIONS
INTO DOMAIN-SPECIFIC CORPORA

We partitioned the app descriptions of the GOOGLE-PLAY corpus [19]
into semantically coherent clusters by means of topic modeling [3, 8,
30], commonly used to classify apps into meaningful categories [1,
28, 33, 34]. A topic model is a statistical model for discovering the
abstract “topics” that occur in a collection of documents. In the
GOOGLE-PLAY corpus, a document is the English description of an
app in the Google Play Store. There are three key design choices to
customize a topic modeling approach to a specific problem: (i) the
topic modeling algorithm, (ii) the target number of topics, and (iii)
pre-processing of the corpus. We investigated different combina-
tions of these design choices to select the best approach.

Topic Modeling Algorithms We experimented with three of the
most commonly used topic modeling algorithms:

Latent semantic analysis (LSA) [8] is a mathematical method,
based on a distributional hypothesis that takes into account how
frequently words appear in a document and in the whole corpus.

Latent Dirichlet Allocation (LDA) [3] is a probabilistic method
that assumes that the distributions of both topics in a document
and words in topics are Dirichlet distributions.

Hierarchical Dirichlet process (HDP) [30] is an extension of LDA.
HDP uses statistical inference to learn the number of topics based
on the corpus.

Target Number of Topics LSA and LDA take the number of
clusters as an input. We experimented with a number of topics that
ranges from 2 to 102.

Pre-processing We performed the canonical pre-processing steps
on the GOOGLE-PLAY corpus, that we used in our ISSTA 2021 study.
We converted all letters to lower case, removed punctuations, re-
moved non-alphabetic letters and English stop words and per-
formed lemmatization [18].

We also considered additional pre-processing steps that are often
crucial to obtain a meaningful topic modeling [18]: Vocabulary and
document pruning. Vocabulary pruning removes words that have
either a very low or a very high frequency in the corpus since
such words produce noise and result in low-quality topic models.
Document pruning removes documents that are either too short or
too long, which might lead to a low-quality topic model [9]. Short
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documents might not contain enough information to characterize a
topic [14], whereas long documents usually cover multiple topics.
To identify the strategy that works best for the corpus at hand,
we experimented with different pre-processing strategies for vocab-
ulary and document pruning. Indeed, the best strategy can only be
determined empirically, because the effectiveness of such strategies
depends on the intrinsic characteristics of the corpus [7, 17]. We
experimented with the following popular strategies:

Vocabulary pruning strategies:

S1 It defines lower and upper bounds based on the word fre-
quency. It prunes words that either occur in more than X;,,%
documents or in less than Xj,,,% documents (default values
Xup = 15% and Xj,,, = 0.5% [9, 16]).

S2 It defines lower and upper bounds by assuming a Gauss-
ian distribution of words frequency. It prunes words with a
frequency that belongs to the tails of the Gaussian plot: it
prunes the first and last X% of the distribution (default value
X =5%).

Document pruning strategies:

S3 It prunes documents that have more than Xy, and less than
X0 words (default values X;,, = 1000 and Xj,,, = 50 [9]).

S4 It sorts the documents based on their size and prunes the
top and bottom X% (default value X = 5%).

S5 It defines lower and upper bounds by assuming that docu-
ments size has a Gaussian distribution. Similar to vocabulary
pruning, it prunes the first and last X% of the distribution
(default value X = 5%).

Automated Identification of the Best Model A topic model
computes the word probability distribution over topics, which is
represented as words sorted in descending order with respect to
their contribution to the topic. A good topic model is interpretable,
that is, the words with the highest probability in the probability
distribution are semantically coherent [5]. We automatically evalu-
ated the topic coherence, by computing the topic coherence value
(cv) metric [25], which uses co-occurrence of words to quantify the
semantic coherence of topics [23]. We relied on cv as it is recog-
nized to be the best quantitative metric that captures the coherence
of topic models [25]. In fact, cv outperforms existing metrics with
respect to the correlation to human judgments [25]. This metric
captures the coherence of a model as a value between 0 and 1,
representing highly coherent models with high values.

We experiment on a random sample of 50,000 documents in
GOOGLE-PLAY (~5.5%), to be more efficient when identifying the
best configuration for topic modeling [16]. To reduce the number of
configurations to evaluate, we incrementally considered the number
of topics with step 10 from 2 to 102, for each combination of pre-
processing strategy and algorithm (LDA and LSA). After identifying
the best range for each configuration, we tried all numbers close
to that range with a radius of 10 numbers, to see if we can find
a number of topics that leads to a better result (higher cv). For
each pruning strategy, we explored different parameters values in
addition to default ones and selected the value that yields the better
performance.

The configuration with the best performance among the ones
that we explored (cv = 0.64) uses the LDA topic modeling algorithm
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with a target of 27 topics, and applies strategies S1 for vocabulary
pruning (using the default values), followed by S5 for document
pruning (using the tuned value of X = 15%).

The results of these experiments gave us three important insights:
(i) The order in which the vocabulary and document pruning are
performed affects the results, and we generally get better results if
we apply vocabulary pruning first; (ii) The LDA algorithm performs
better than HDP and LSA; and (iii) There are some domain-specific
common words (such as Application and Google) that appear as the
most contributing words for some of the topics of the best models.
Such common words reduces the quality of the models.

Best Model Validation We recomputed the coherence values of
the three models that achieved the highest values on the random
sample by referring to the whole GOOGLE-PLAY corpus. We con-
firmed that the selected topic model configuration achieves the best
performance indeed. We observed an even higher coherence value
cv =0.71 (cv = 0.64 on the 5.5% random sample of GOOGLE-PLAY).
We enriched the vocabulary pruning by adding a manually created
list of domain-specific common words based on the topics in the
sampled dataset, to prune some domain-specific common words (in-
sight (iii)). We build a new topic model with the same configuration,
and obtained a model of improved quality, cv = 0.73.

We confirmed the high quality of the selected model by manually
inspecting the obtained model according to a standard protocol
used in previous work [6, 10, 29, 31]. We checked the following
conditions: (i) The 15 most probable words in the word probability
distribution of each topic are semantically coherent [6, 29]; (ii) The
most probable words in the word probability distribution do not
contain common words [10, 31]. We observed that there are no
more than three common words in the top 15 contributors.

3 EXPERIMENTS

The best topic model yields 27 clusters of the GOOGLE-PLAY apps.
In the rest of the paper, we use TOPICS to refer to such a parti-
tion of GOOGLE-PLAY. The size of each cluster varies from 8,859 to
41,936 documents. We trained 27 domain-specific word embedding
models, one for each cluster. We used our ISSTA 2021 framework
to both evaluate the word embedding models in the context of se-
mantic matching for Android test reuse and compare them with
the ones obtained by GOOGLE-PLAY and other baseline corpora. We
considered four word embedding techniques: (i) WorD2vEC [21],
(ii) GLovE [24], (iii) Word Mover’s distance (WM) [11], (iv) FasT [4].
We considered the following four baseline corpora ordered from

the most general to the most domain-specific:

BLOGS: a general domain dataset composed of 681,288 posts

from 19,320 bloggers [27].

MANUALS: the user manuals of 500 Android apps [2].

GOOGLE-PLAY: the complete corpora proposed in our ISSTA

2021 paper [19].

CATEGORIES: a partition of GOOGLE-PLAY according to the

categories of the Google Play Store.

Our ISSTA 2021 study considered the first three corpora. We
added the CATEGORIES corpus to our experiments as it represents a
baseline for a more specialized domain-specific corpus.

We evaluated the new configurations of the semantic matching
by considering the 337 semantic matching queries. A query specifies
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an event e’ of the source test cases and the events (E?) of the target
app. A query q returns the list of target events sorted by their simi-
larity scores computed with respect to the source event. We define
E! as the set of events that are actionable in all the GUI states tra-
versed by the target test t* . Ef = {e’ : 3S € S, e’is actionable in S},
where S is the sequence of state transitions obtained by executing ¢’
In our study queries are derived from 139 available test migration
scenarios (pairs of source and target test cases {t*, t*)) provided by
two of the state-of-the-art test migration approaches [2, 13]. The
scenarios include a ground-truth annotation that specifies which
events in the source test match which events in the target test.

While BLOGS, MANUALS, and GOOGLE-PLAY corpora lead to a single
word embedding model (which can be used for any pair of source
and target apps), CATEGORIEs and TopIcs lead to multiple word
embedding models. Given an arbitrary pair of source and target
apps, we select the most appropriate model as follows. For cATE-
GORIES, we simply select the model associated with the category
of the source app as specified in the Google Play Store. For ToPICS,
we query our topic model from the Google Play description of the
source app, to find the cluster semantically closest to the source
app. We then retrieve the word embedding model trained on this
cluster and use it for semantic matching the pairs of GUI events
from the source and the target apps. Notably, since we are investi-
gating test reuse among applications with similar functionalities,
we only considered the source app, as we assume that the source
and target applications belong to the same cluster.

Since each query has a ground truth target event (e;t) as defined
in our ISSTA paper, we can define the rank of a query as the position
of egt in the ordered list returned by the query. Following our ISSTA
2021 experimental setup, we use two metrics to evaluate the results
of queries: MRR and TOP1. Mean Reciprocal Rank (MRR) [15] is the
average of the reciprocal ranks of the 337 queries Q. TOP1 is the
ratio of queries in which the ground truth (eét) is at the first position
of the returned list of events. MRR represents how well a model
performs on average, while TOP1 specifically rewards the capability
of the model to identify the best matching element, regardless of
average performance. These two metrics are representative of how
semantic matching is used by test reuse techniques.

In this study, we investigate 240 configurations of the four com-
ponents in our ISSTA 2021 semantic matching framework [19]: Four
word embedding models trained on five corpus combined with four
instances of event descriptors and three semantic matching algo-
rithms (4X5X4x3= 240).

3.1 Negative Results

We group the 240 configurations of semantic matching according to
the corpus of documents they use. TopICs refer to all the 48 semantic
matching configurations that use the 27 clusters of documents
obtained with topic modeling to create the word embedding models.
The first five rows of Tables 1 report avg, mean, median, and max
of each group with respect to the metrics MRR and TOP1. The last
two columns show the performance of each group by reporting the
ranking based on the average MRR and TOP1.

The results show that the configurations that use ToPICS to train
word embedding models perform worse than the ones that use the
other corpora, for both TOP1 and MRR (rows from 1 to 5).
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Table 1: Distribution of MRR and TOP1 values of the configurations of the semantic matching grouped by corpus of documents

MRR TOP1 rank of AVG
corpus of documents AVG Min Median Max AVG Min Median Max MRR TOP1
BLOGS 0.6991 0.6084 0.7039 0.7740 0.5147 0.3857 0.5163 0.6468 4 4
MANUALS 0.6976 0.6052 0.7042 0.7796 0.5043 0.3768 0.5148 0.6439 5 7
GOOGLE-PLAY 0.7101 0.6165 0.7134 0.7958 0.5273 0.3976 0.5222 0.6706 2 2
CATEGORIES 0.6959 0.6015 0.6999 0.7791 0.5147 0.3798 0.5014 0.6587 6* 5
TOPICS 0.6907 0.5865 0.7034 0.7834 0.5035 0.3620 0.5059 0.6587 9 8
h_categories_edit 0.6943 0.5934 0.6991 0.7791 0.5116 0.3768 0.4955 0.6587 7 6"
h_googleplay_edit 0.7088 0.6150 0.7133 0.7958 0.5247 0.3946 0.5207 0.6706 3 3
h_topics_edit 0.6908 0.5851 0.7017 0.7834 0.5031 0.3620 0.4940 0.6587 8 9
comb_topics_google-play | 0.7393  0.6411 0.7438 08135 | 05610 04273 05608  0.6944 1 1

LEGEND:: The table reports the paired t-test [26] p-value computed for Topics and each of the other configurations

*

* == p-values < 0.05 * == p-values < 0.01

3.2 Out-of-Vocabulary Issue

A possible explanation of the negative result could be the Out-of-
Vocabulary issue (OOV) [4], which occurs when querying a word
embedding model with words that are not in the corpus. Indeed,
the partition of GOOGLE-PLAY leads to small clusters of documents,
each of which might contain only a subset of all the unique words
in GOOGLE-PLAY. If the OOV issue occurs while semantic matching
two GUI events, such events will not match.

To investigate if the negative result is due to the OOV issue,
we produced a hierarchy of models that avoids the OOV issue
by design. If a query involves a word that does not belong to the
current word embedding model, we propagate the query in the
model hierarchy. If all models return OOV, we use edit-distance
based similarity [19], which is not based on word embedding. We
considered the following hierarchy: topics, category, googleplay,
and edit distance. In total, we created three hierarchies of models.
We refer to a hierarchical model by the first and last levels of the
hierarchy. For example, h_topics_edit means that we first query
word embedding models trained on Topics. If a query manifests
an OOV issue, we propagate the query up to the model trained on
the whole corpus GOOGLE-PLAY. If the query still manifests an OOV
issue, we compute the similarity score with edit-distance.

The three bottom but one rows of Table 1 show the results. The
TOP1 and MRR values of the hierarchical models with Torics as
the first level are not significantly better than the ones of ToPICs
only. This indicates that the OOV issue is not responsible for the
poor results. Interestingly, h_googleplay_edit and h_categories_edit
perform better than Topics. This suggests that the OOV issue may
sometimes be beneficial by avoiding spurious matching of events.

3.3 Complementary Study

None of the 240 configurations of the semantic matching achieve a
perfect semantic matching for all queries (the values of Columns
“Max” in Table 1 are always < 1.0). Thus, it is important to un-
derstand if the configurations that use ToPics and GOOGLE-PLAY
perform poorly for different queries, that is, to see to what extent
the word embedding models trained with Topics and GOOGLE-PLAY
are complementary. In other words, although the configurations
with Topics perform worse than those with GooGLE-PLAY, it might

* == p-values < 0.001

be that Topics configurations achieve good results on queries for
which GooGLE-PLAY configurations perform poorly, and vice versa.

We studied the complementarity of Topics and GOOGLE-PLAY by
creating an artificial semantic matching configuration: comb_topics
_google-play. This configuration considers the best ranking of the
ground truth eét of either TopiCcs and GOOGLE-PLAY for each query.
Note that such a configuration cannot be constructed in a real
scenario because the ground truth e;t would be unknown.

The results shown in the bottom row of Table 1 suggest that there
exists a moderate level of complementarity between Toprics and
GOOGLE-PLAY. The average MRR and TOP1 of comb_topics_google-
play are higher than the ones of GooGLE-PLAY and ToPICS with sta-
tistical significance. The average MRR of comb_topics_google-play is
0.0292 and 0.0486 higher than the average MRR of GOOGLE-PLAY and
TOPICS, respectively. The average TOP1 of comb_topics_google-play
is 0.0337 and 0.0575 higher than the average TOP1 of GOOGLE-PLAY
and TOPICS, respectively.

4 CONCLUSIONS AND FUTURE WORK

In this paper, we extended on our previous study [19] to investigate
whether highly-specialized domain-specific corpora improve the ef-
fectiveness of the semantic matching of GUI events. We partitioned
the GOOGLE-PLAY corpus into 27 semantically coherent clusters with
topic modeling, trained the word embedding models with each clus-
ter, and evaluated the effectiveness of the models for the semantic
matching of GUI events. Unexpectedly, the results are negative.
While our results are negative, this study gives important in-
sights. Since GOOGLE-PLAY outperforms general domain corpora [19],
and GOOGLE-PLAY is domain-specific, we speculate that there exists
an ideal level of specialization that lay between GooGLE-PLAY and
Topics. We also learned that creating highly-specialized word em-
beddings could still be useful in the context of test reuse. Indeed, we
observed some complementarity between word embedding models
trained with Topics and GooGLE-PLAY. This could be because even
highly specialized corpora benefit in parts from the information
from other corpora. Understanding how to exploit such complemen-
tarity is important future work. In the future, we also plan to use
the metrics MRR and TOP1 rather than semantic-matching agnostic
metrics like cv, to select a proper clustering of GOOGLE-PLAY.
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